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ABSTRACT
Graph Convolutional Network (GCN) is a widely used method for learning from graph-based data. However, it fails to use the unlabeled data to its full potential, thereby hindering its ability. Given some pseudo labels of the unlabeled data, the GCN can benefit from this extra supervision. Based on Knowledge Distillation and Ensemble Learning, lots of methods use a teacher-student architecture to make better use of the unlabeled data and then make a better prediction. However, these methods introduce unnecessary training costs and a high bias of student model if the teacher’s predictions are unreliable. Besides, the final ensemble gains are limited due to limited diversity in the combined models. Therefore, we propose Reliable Data Distillation, a reliable data driven semi-supervised GCN training method. By defining the node reliability and edge reliability in a graph, we can make better use of high quality data and improve the graph representation learning. Furthermore, considering the data reliability and data importance, we propose a new ensemble learning method for GCN and a novel Self-Boosting SSL Framework to combine the above optimizations. Finally, our extensive evaluation of Reliable Data Distillation on real-world datasets shows that our approach outperforms the state-of-the-art methods on semi-supervised node classification tasks.
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1 INTRODUCTION
1.1 Background and Motivation
Semi-supervised learning (SSL) [63] is a class of machine learning techniques that, in addition to the use of the labeled data, successfully exploits a large amount of unlabeled data during the learning. SSL is especially useful when the available labeled data is limited. In particular, SSL is widely used to learn from graph-structured data, such as a citation network on which we want to infer the topic of the papers. Indeed, labeling and processing an entire graph is extremely time-consuming and not always possible.

Graph convolutional network (GCN) [33] is a popular SSL technique for many graph-based applications, such as node classification, link prediction, graph embedding, and clustering [7, 23, 42, 55]. By capturing the relation between nodes and enabling the features to propagate between neighboring nodes, both the labeled and unlabeled data can be used in the training. This extra information improves learning efficiency and allows GCN to outperform traditional supervised learning methods.
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**Figure 2: The training pipeline of RDD**

Distillation (KD) [25] has been widely used due to its superior performance. In KD, a teacher model is first learned and then its predictions on unlabeled data are used to learn a student model. Compared with the predicted label given by Self-Training and Co-Training, the generated node embeddings by the teacher model contain much more information, resulting in a lower variance in the gradient between training cases [25]. The student model mimics the node embeddings predicted by the teacher model. The better the teacher model is, the more accurate its predictions on unlabeled data will be, resulting in better learning for the student model.

By combining the predictions of several models, Ensemble Learning [57] has been widely used in KD. The combination of several student models significantly improves the performance [21, 46]. For example, the Mean Teacher [46] trains each student model under the consistency regularization of a teacher model and constantly improves the performances of the teacher by weighted averaging. Similarly, the student model in Born Again Neural Networks (BANs) [21] is also under the supervision of the teacher model. Based on Ensemble learning, BANs combines all the pre-trained models to construct a more powerful ensemble model.

Despite the important improvement the KD techniques provide, their performances are considerably linked to the ones of the teacher. If a data point is wrongly classified by the teacher, all the students will learn this wrong label. Taking all the predictions of the teacher model as ground truth will result in a high bias of the student model. Besides, the student models mimic all the teacher outputs in KD and then they are similar to each other, which is called limited diversity [60]. Because of the limited diversity and the high bias, KD-based ensemble methods only provide a limited gain.

In this paper, we introduce reliability as a way to improve KD: reliable data –be it a reliable node or a reliable edge – will be used during the training while the unreliable data will be discarded. Our resulting approach, dubbed Reliable Data Distillation (RDD), is a data driven semi-supervised Graph Convolutional Network training method which is built on top of KD using reliability.

RDD not only cares about data quantity but also considers the individual quality, i.e. the node reliability and edge reliability, of the graph data. Unlike regular KD methods, the
student model in RDD does not mimic the teacher model predictions. Instead, it exploits the reliability of those predictions to improve its learning. The student model first assesses whether the teacher’s predictions are reliable, and then uses the reliability to improve its learning. Compared with KD, the student model is more likely to predict the correct labels on the unreliable data and the diversity between teacher and student can be enhanced accordingly. After the training of the student model, the teacher model is updated using the student model, so the teacher model can benefit from the learning of the student model. From an Ensemble Learning point of view, our approach is a Self-Boosting method as shown in Figure 2. We constantly generate new student GCN models to improve the performances of the teacher model and make the predictions of both teacher and student more and more accurate at the same time.

1.2 Overview of Technical Contributions

In the following, we introduce the key parts of our proposed method and then describe each contribution individually.

**Reliable Node Distillation.** As discussed in Section 1.1, the teacher-student consistency based on KD has not considered the reliability of predicted node embeddings. This requires unnecessary training budget and causes high bias of student model since the student model repetitively learns all the data knowledge predicted by the teacher model. We propose Node Reliability to solve these problems. During each training epoch in RDD, the student evaluates the reliability of the node embeddings predicted by the teacher. For the labeled data, we only consider whether these data have been correctly classified. For the unlabeled data, we consider Information Entropy [6] of their predicted softmax outputs. Indeed softmax output with high information entropy means the classifier is not sure about its prediction, therefore the prediction can be seen as unreliable.

As shown in Figure 3, the student mimics all the outputs of the teacher without selection, resulting in learning with wrong labels from unreliable prediction from the teacher model. RDD tackles this issue by first classifying the predictions of the teacher model in two classes: reliable or unreliable. The reliable outputs are then used to correct the student model’s wrong predictions. Note that here correct/incorrect refers to the prediction of the teacher model and not the true labels (which are unknown). In the example, in addition to the labeled data, the student will learn the reliable knowledge it wrongly predicts compared to the teacher. Besides, unreliable predictions are not taught to the student models and neither are the reliable predictions made by the teacher models that are correctly predicted by the student model.

**Reliable Edge Distillation.** We use Graph Laplacian Regularization [33] to jointly model graph structures and node features. With an explicit graph-based regularization [29], the label information can be smoothed over the graph and the performances of GCN can be enhanced accordingly. However, Graph Laplacian Regularization assumes that two nodes with an edge connection are more likely to have the same class and thus force adjacent nodes to have similar node embeddings. This simple heuristic assumption fails to grasp the more complex relationships of many nodes in the graph, especially for nodes lying near the decision boundary. Those nodes are actually the ones on which predictions are unreliable. We introduce edge reliability as a way to adapt the regularization and regularize only reliable edges.

**Ensemble Learning for graph data.** Current existing KD-based ensemble methods are not designed specifically for GCN. Let aside the reliability, they do not consider the structure and locality of graphs. For example, highly connected nodes, i.e. with a large number of edges, influence many nodes and thereby play a more important role during the training of a GCN than less connected nodes. RDD uses PageRank [41] to measure the importance of each node in the final ensemble. Furthermore, diversity among the base models in an ensemble system provides an important increase in the final accuracy of the system [57]. In existing KD-based methods, the student model mimics the teacher models, resulting in reduced diversity. However, in RDD, the student model actively learns the reliable data knowledge predicted by the teacher, so it has more chance to relearn the unreliable data and make different predictions on these data. In this way, the diversity problem can be solved.

**Self-Boosting SSL Framework.** We introduce a new Self-Boosting training framework to improve the accuracy of
the knowledge predicted by the teacher. After training each student model, we form an ensemble with the former pre-trained student models and set this ensemble as the teacher model for the next training epoch. At each training iteration, the teacher model is improved and predicts more accurate labels to be learned by the student. Conversely, under more accurate supervision, the training of the student model is improved and the model becomes more and more accurate. As a result, both the teacher and student models benefit from this Self-Boosting cycle.

**Contributions** The main contributions of our work can be summarized as follows: (1) To the best of our knowledge, we are the first to **improve Knowledge Distillation** by emphasizing the data reliability. (2) We propose a RDD framework to capture the **reliability** in both nodes and edges for GCN. (3) We propose a **new Self-Boosting SSL framework** as a graph-driven ensemble method for GCN. (4) We have conducted an **extensive evaluation** of our approach on real-world datasets, the results have demonstrated its superior performances over state-of-the-art approaches.

## 2 PRELIMINARIES

### 2.1 Definition of notations

To help the readers understand this work, we begin by introducing some notations related to RDD in Table 1.

Given a graph \(G = (\mathcal{V}, \mathcal{E})\) with \(N\) nodes \(v_i \in \mathcal{V}\) and edges \((v_i, v_j) \in \mathcal{E}\), an adjacency matrix \(A \in \mathbb{R}^{N \times N}\). The node feature information matrix is represented as \(X = \{x_1, x_2, ..., x_N\}\) and \(x_i \in \mathbb{R}^d\). The node labels are represented as one-hot vector \(Y = \{y_1, y_2, ..., y_N\}\) and \(y_i \in \mathbb{R}^k\). The node set is partitioned into labeled node set \(\mathcal{V}_l\) and unlabeled node set \(\mathcal{V}_u\). The goal in semi-supervised learning is to predict the labels of the unlabeled nodes \(\mathcal{V}_u\).

### 2.2 Graph convolutional network

A multi-layer GCN follows the layer-wise propagation rule. At layer \(l\), the output is the hidden representation \(H^{(l)}\):

\[
H^{(l)} = \delta(D^{-\frac{1}{2}}\widetilde{A}D^{-\frac{1}{2}}H^{(l-1)}W^{(l)}),
\]

where \(\widetilde{A} = A + I_N\) is the adjacency matrix of the undirected graph \(\mathcal{G}\) with added self-connections. \(I_N\) is the identity matrix. \(D_{ii} = \sum_j A_{ij}\) and \(W^{(l)}\) is a layer-specific trainable weight matrix. \(\delta(\cdot)\) denotes an activation function, such as \(\text{ReLU}(\cdot) = \max(0, \cdot)\). \(H^{(l-1)}\) is the input of \(l\)th layer and \(H^{(0)} = X\). For a \(L\)-layer GCN on semi-supervised node classification on a graph with a symmetric adjacency matrix \(A\), we first compute \(\widetilde{A}\) in a pre-processing step and the forward model takes the simple form:

**Table 1: NOTATIONS**

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(v_i)</td>
<td>The (i)th node</td>
</tr>
<tr>
<td>(x_i)</td>
<td>The features of the (i)th node</td>
</tr>
<tr>
<td>(y_i)</td>
<td>The one hot encoding of the (i)th label</td>
</tr>
<tr>
<td>(k)</td>
<td>The class of data</td>
</tr>
<tr>
<td>(N)</td>
<td>The size of the training set</td>
</tr>
<tr>
<td>(T)</td>
<td>The number of training iterations</td>
</tr>
<tr>
<td>(l)</td>
<td>The information entropy</td>
</tr>
<tr>
<td>(y)</td>
<td>Controls the proportion of knowledge transfer</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Controls the strength of the edge regularization</td>
</tr>
<tr>
<td>(p)</td>
<td>Controls the threshold of node reliability</td>
</tr>
<tr>
<td>(h_l)</td>
<td>The (l)th student model</td>
</tr>
<tr>
<td>(H_l)</td>
<td>The (l)th teacher model</td>
</tr>
<tr>
<td>(a_i)</td>
<td>The weight of the (i)th base model</td>
</tr>
<tr>
<td>(h_t(x_i))</td>
<td>The (l)th base model’s label prediction of (v_i)</td>
</tr>
<tr>
<td>(w_{i,j})</td>
<td>The edge reliability between (v_i) and (v_j)</td>
</tr>
<tr>
<td>(h_t(x_i))</td>
<td>(h_t)’s softmax outputs on (v_i)</td>
</tr>
<tr>
<td>(H_t(x_i))</td>
<td>(H_t)’s softmax outputs on (v_i)</td>
</tr>
<tr>
<td>(F_t(x_i))</td>
<td>(H_t)’s predicted node embedding on (v_i)</td>
</tr>
<tr>
<td>(f_t(x_i))</td>
<td>(h_t)’s predicted node embedding on (v_i)</td>
</tr>
<tr>
<td>(Pr(x_i))</td>
<td>The pagerank value of (v_i)</td>
</tr>
</tbody>
</table>

\[
H^{(l)} = \text{ReLU}(\widetilde{A}H^{(l-1)}W^{(l)}), l = 1, ..., L,
\]

\[
Z = \text{softmax}(H^{(L)}).
\]

\[
H^{(l)} \in \mathbb{R}^{N \times D^{(l)}}, \text{ where } D^{(l)} \text{ is the parameter for the embeddings dimension for the } l\text{th layer, and } D^{(1)} = k. \text{ The softmax activation function, defined as } \text{softmax}(x_i) = \frac{1}{Z} \exp(x_i) \text{ with } Z = \sum_i \exp(x_i), \text{ is applied row-wise. We then evaluate the cross-entropy error over all labeled examples:}
\]

\[
\mathcal{L} = -\sum_{v_i \in \mathcal{V}_l} y_i \log Z_i.
\]

Equation 1 shows that the information contained in a node is propagated to its neighbors at each layer: a \(K\)-layer GCN only propagates node information up to \(K\)-hops neighborhood. When only a few labels are given, e.g., a 5% label rate, a shallow GCN cannot effectively propagate the labels to the entire data graph. For a shallow GCN, the unlabeled nodes may get limited attention and make less contribution to the learning process, thus the performance of GCN drops quickly as the labeled training size shrinks.
A natural approach to make better use of the unlabeled data is to use a deeper network [2, 51]. For example, the residual connection [33] enables GCN to carry over information from the previous layer’s input. Even with residual connections, GCNs with more layers do not perform as well as the 2-layer GCN on many datasets, e.g., the citation networks. Indeed, stacking more layers into a GCN leads to the over-smoothing problem [35], which means back-propagation through the network eventually leads to the convergence of the features of nodes to the same value. In fact, most state-of-the-art GCNs are no deeper than 4 layers, which limits the representation ability of GCN [35].

Existing GCNs and their variants cannot make full use of the unlabeled nodes. We propose RDD to solve this problem by considering a data-oriented approach. The teacher model in RDD can generate reliable node embeddings for unlabeled nodes, and these nodes can be trained with back-propagation, not exclusively by using the label information contained in their adjacent nodes. As a result, the unlabeled nodes can be used no matter how far they are from labeled nodes.

2.3 Ensemble Learning

Ensemble Learning [13] is a class of machine learning techniques that combines the predictions of different models into a more accurate one. Ensemble Learning has demonstrated its effectiveness in many problems in which it has become a part of the most efficient state-of-the-art techniques, such as in the notorious Netflix Prize [4] and various Kaggle competitions [26]. It is also widely used in semi-supervised tasks, as the knowledge learned on the unlabeled data can be used to train a new classifier that is then combined to the previous ones to obtain an even more accurate classifier.

One of the most widely used ensemble methods is Bagging [8]. Bagging trains multiple models on sampled training sets and then combined them into one. The final model predicts the class of an item by making each base model estimating the class of the item and then selecting the most plausible class out of these estimations. While Bagging aims at reducing the variance of the model’s predictions, Boosting [20, 30] aims at lowering the bias of the model. To achieve this, Boosting combines multiple weaker models into a single strong one [31, 59]. Similarly, Stacking [9] combines the outputs of several base models by feeding them to another algorithm that combines them to make the final predictions.

Based on these three methods, many works have been proposed in recent years. For example, XGBoost is an efficient implementation of gradient Boosting decision trees [17]. A neural network in Snapshot Ensemble [27] converges to different local minimums along its optimization path. Unlike Bagging [9], which trains each network independently, Snapshot Ensemble saves the model parameters before resetting the learning rate and treats each model replica as a base model. Besides, Born Again Neural Networks [21] initializes each base model from a different random seed and each of them is trained from the supervision of the earlier model.

Evidence suggests that the two key factors for the efficient use of Ensemble Learning techniques are the diversity and the accuracy of the base models used [13]. However, from diversity and accuracy point-of-view, the above methods are not suitable for GCN. Bagging-based methods individually train each base model on a subsampled training set, leading to a low accuracy for each base model, especially only a few labeled nodes are available. Furthermore, semi-supervised techniques usually overfit the labeled nodes in GCN [33], making Boosting unsuitable since the base models can almost classify all the labeled nodes. Finally, both BANs and Snapshot Ensemble face the problem of limited diversity since they train each base model based on the former one.

Considering the accuracy and diversity of base models, all the existing ensemble methods are not suitable for learning over GCN. According to the characteristic of GCN and graph data, we introduce the concept of data reliability and propose a new graph-based ensemble method in RDD. Based on the reliability, the bias of base models is reduced since the student cannot only be trained with the label information like the traditional GCN but also get reliable supervision from the teacher model and Graph Laplacian Regularization. Besides, the diversity in RDD is higher than BANs because the student model in RDD actively learns the reliable data knowledge predicted by the teacher, so it has more chance to relearn the unreliable data and make different predictions on these data.

2.4 Knowledge Distillation

Knowledge Distillation (KD) [25] is proposed to transfer the knowledge acquired by one model (the teacher) to another model (the student) that is typically smaller. In particular, KD is widely used in model compression [11]. Knowledge Distillation aims at minimizing the following loss function:

$$L_{KD} = \sum_{i=1}^{N} l(h(x_i), H(x_i)),$$

where $l$ is a loss function that measures the prediction distance between the teacher model $H$ and student model $h$. Besides the supervision of the labeled data, $h$ also gets extra supervision from a powerful teacher model $H$. By doing so, it can achieve higher accuracy in many classification tasks than a regular model trained only on the labeled data.

KD can achieve more than just improving the training of a student model: recent works have combined KD with Ensemble Learning to improve even further the accuracy of the final model. BANs [21] and Mean Teacher [46] interactively integrate the distilled student models into an ensemble...
model. The resulting ensemble model is much more accurate than a single model.

Unfortunately, all these KD-based ensemble methods do not consider the reliability of the teacher’s predictions, leading to inaccurate base models and limited diversity. To better use the knowledge from the teacher model, we improve KD by introducing the concept of data reliability.

3 RELIABILITY IN GRAPH DATA

In classical KD, the student models consider the outputs of the teacher model as ground truth, even the misclassified ones. Not only it provokes a bias, but the fact that the students learn all predicted knowledge from the teacher lowers the diversity in the ensemble. We introduce the notion of reliability to address these two issues. Reliability answers the following question: can I trust this data for my learning? Data reliability in RDD is used to make a distinction between correct and incorrect teacher outputs, to prevent the student to learn the incorrect knowledge. For graph data, the reliability of the data also determines what nodes and edges should be taken into account when propagating information during the training of GCN.

3.1 Node reliability

In order to avoid the student models to mimic the wrong teacher outputs, we introduce the node reliability. The node reliability is a property of the nodes stating whether their outputs by the teacher model can be used for training the student model. By preventing the student models to learn the mistakes of the teacher models, node reliability reduces the bias of the overall model.

For labeled nodes, knowing if the output can be used is easy: if the output is the same as the label, the node is reliable, otherwise the node is unreliable. For unlabeled nodes, however, assessing the correctness of the output is difficult since we do not know their labels. We use the concept of Information Entropy to evaluate if the probability that the output is correct: the lower the entropy, the higher the certainty in the prediction [32]. Instead of using a threshold that may vary significantly for different data and models, we consider that the $p$-percent outputs with the lowest entropy are seen as correct while all the others are considered as incorrect. Furthermore, from an Ensemble Learning perspective, the prediction is more certain if all the base models predict the same labels for a given node. To ensure this, we only consider the nodes with a correct output for which the student and the teacher models predict the same labels.

To summarize, a node is reliable if (1) it is a labeled node and the predicted label of the teacher is correct or (2) it is an unlabeled node, the entropy of its prediction by the teacher model is among the $p$-percent lowest, and its predicted labels by the teacher and student models are the same. All the other nodes are unreliable.

Algorithm 1 shows how the node reliability is updated during each training epoch. In Algorithm 1, we first compute the information entropy $I_{TH}(x)$ for every node feature, using the predicted softmax output $H(x)$ made by the teacher model (line 1 in Algorithm 1). Next, these values are sorted in ascending order (line 2 in Algorithm 1). Labeled nodes are seen as reliable if they have been correctly classified (line 4 in Algorithm 1). For unlabeled nodes, the information entropy $I_{TH}(x)$ is computed using the student model’s predictions. The nodes are considered as reliable if they have consistent label predictions with the former teacher model $H_T$ and if the predicted information entropy $I_{TH}(x)$ is low in the top $p\%$ of $I_{TH}(x)$ (line 7-8 in Algorithm 1). Unlike $I_{TH}(x)$, the values of $I_{TH}(x)$ are sorted in decreasing order (line 6 in Algorithm 1). For each reliable node $v_i$, if the target node $h_{th}(x_i)$ is high in top $p\%$ of the sorted $I_{TH}$ (line 9 in Algorithm 1), the student $h_{st}(x_i)$ is unsure of its prediction $h_{st}(x_i)$. This means the student learns data $v_i$ incorrectly but teacher learns it reliably, so we add it to the set $\mathcal{V}_b$ (line 9 in Algorithm 1).

3.2 Edge reliability

Existing GCNs generally fail to consider the local consistency in the training process. That is, if the connected two nodes share similar features, then their labels and representations should also be similar. A simple method [47] to solve this problem is Graph Laplacian Regularization [33] (GLR). GLR relies on the heuristic that two nodes sharing an edge connection and similar features are more likely to have the same class and should have similar node embedding. As a
Algorithm 2 Update the edge reliability

Require:
Dataset: $X$ and $Y$;
$E$: Number of training epochs;
$H$: The teacher model;
$A$: The adjacent matrix;
Graph $G = (V, E)$;

Ensure:

The reliable edge set $E_r$.
Algorithm 2: Update the edge reliability

for $e = 1$ to $E$ do
3: $\forall (v_i, v_j) \in E$, set $B_{i,j} = 1$ if $v_i$ and $v_j$ are both in $V_r$
4: $\forall (v_i, v_j) \in E$, set $C_{i,j} = 1$ if $h_{r}(x_i) = h_{r}(x_j)$
5: $w = A * B + C$
6: $\forall (v_i, v_j) \in E$, add $(v_i, v_j)$ to $E_r$ if $w_{i,j} = 1$
7: end for

Algorithm 3 Reliable Data Distillation

Require:
Dataset: $X$ and $Y$;
$T$: Number of base GCNs;
$\beta$: Controls the proportion of knowledge transfer;
$\gamma$: Controls the strength of edge regularization;
Graph $G = (V, E)$;

Ensure:
The boosted classifier $H_T$

1: $t = 1$
2: $h_1 \leftarrow$ GCN$(V, E)$
3: $\forall x_i, l_i(x_i) = -h_1(x_i) \log h_1(x_i)$
4: $a_1 = \frac{1}{\sum_{i=1}^{T} h_1(x_i) Pr(x_i)}$
5: Update $H_1$ with $h_1$ and $a_1$
6: for $t = 2$ to $T$ do
7: Update $V_r$ and $E_r$ in each epoch
8: for $v_i \in V_r$ do
9: $L_{1+} = -y_i \log h_t(x_i)$
10: end for
11: for $v_i \in V_l$ do
12: $L_{2+} = \|f_t(x_i) - F_{t-1}(x_i)\|^2$
13: end for
14: for $(v_i, v_j) \in E_r$ do
15: $L_{reg} = \|f_t(x_i) - f_t(x_j)\|^2$
16: end for
17: $L = L_{1+} + \gamma L_{2+} + \beta L_{reg}$
18: $h_t \leftarrow$ GCN$(V, E, h_{t-1}, L)$
19: $\forall x_i, h_t(x_i) = h_t(x_i) \log h_t(x_i)$
20: $a_t = \frac{1}{\sum_{i=1}^{T} h_t(x_i) Pr(x_i)}$
21: Update $H_t$ with $h_t$ and $a_t$
22: end for
23: $H_T = \sum_{t=1}^{T} a_t h_t$

4 RELIABLE DATA DISTILLATION

4.1 Overview

Our Reliable Data Distillation method follows the KD framework with two roles: teacher model and student model. The teacher model is an ensemble model, it is a combination of all the previous student models. It aims at producing reliable predictions for the unlabeled nodes. The student model is a basic GCN model and it is trained over the reliable nodes, including both the labeled nodes and the unlabeled nodes with the node embeddings predicted by the teacher model.

Figure 4 displays our RDD framework with a two-layers GCN. The teacher model in RDD firstly predicts the last layer’s node embedding. Secondly, the student measures the data reliability in each training epoch based on the outputs of the teacher and student. After getting reliable data, the student will be trained with two types of data: (i) the labeled data and (ii) the reliable data the student model misclassified. Finally, we integrate the student into the ensemble system to construct a more powerful teacher.

The training procedures of RDD. Algorithm 3 shows the pseudo-code of our training procedure. A regular GCN is trained on the training set as the first student model (line 2 in Algorithm 3) and the initial teacher model is generated from it (line 3-5 in Algorithm 3). The teacher model predicts outputs for all nodes. The reliability of the teacher outputs is measured and the outputs are then classified into reliable and unreliable outputs (line 7 in Algorithm 3). Each GCN...
We now present how we make the full use of the reliability which have high entropy. A new loss function is used to fixed, the student model learns its correct labels from the current student model correctly. Usually, the teacher model is more powerful than it reliably and the current student model learn over the incorrect predicted data by the student model. What is incorrect is not necessarily the label, but the corresponding embeddings is among the model refer to nodes whose prediction’s entropy by produces the incorrect node set. The incorrect nodes here model produces the reliable node set while the student model reliably node distillation is shown in Figure 5. The teacher 4.2.1 Reliable Node Distillation

Relyable Node Distillation respectively.

4.2 Reliable Data Driven GCN

We now present how we make the full use of the reliability of the data to improve semi-supervised KD GCN. Node and edge reliability are used to provide Reliable Node Distillation and Reliable Edge Distillation respectively.

4.2.1 Reliable Node Distillation. The training process of reliable node distillation is shown in Figure 5. The teacher model produces the reliable node set while the student model produces the incorrect node set. The incorrect nodes here refer to nodes whose prediction’s entropy by the student’s model is among the p-percent highest. What is incorrect is not necessarily the label, but the corresponding embeddings which have high entropy. A new loss function is used to learn over the incorrect predicted data by the student model.

For each node \( v_i \in V_b \), the teacher model \( H_{t-1} \) has learned it reliably and the current student model \( h_t \) has learned it incorrectly. Usually, the teacher model is more powerful than the current student model \( h_t \). To correct what \( h_t \) misclassified, the student model learns its correct labels from \( H_{t-1} \).

\[
\mathcal{L}_1 = - \sum_i y_i \log h_t(x_i), \forall v_i \in V_1. \tag{6}
\]

To correct its wrong values, the student model \( h_t \) tries to mimic the embedding \( F_t(x_i) \) of each reliable node \( x_i \). Similarly to KD, we use a student model \( h_t \) to mimic the outputs of the teacher model \( H_{t-1} \). However, we have two main differences. First, we mimic the whole node embeddings, not the softmax outputs which are used in KD, since the original node embedding contains more information than the softmax outputs. Besides, the student model \( h_{t-1} \) actively learns reliable knowledge from the teacher model while traditional KD just learns all the knowledge without selection. We formulate our method as a part of loss function:

\[
\mathcal{L}_2 = \|f_t(x_i) - F_{t-1}(x_i)\|^2, \forall v_i \in V_b. \tag{7}
\]

For the training pipeline, we train \( H_{t-1} \) to correct the error of the student model \( h_t \).

4.2.2 Reliable Edge Distillation. We briefly review the basic assumptions of graph representation learning study:

\[
\
\]
• **Assumption 1.** Two nodes with edge connection are more likely to have the same class.

• **Assumption 2.** Two nodes with edge connection have similar node embeddings.

Based on Assumption 1 and 2, the semi-supervised graph node classification problem can be framed as a Graph Laplacian Regularization [33]:

\[
L = L_1 + L_{\text{reg}}, \quad \text{with } L_{\text{reg}} = \sum_{i,j} A_{i,j} \| f(x_i) - f(x_j) \|^2, \quad (8)
\]

where \(L_1\) denotes the supervised loss and \(f(\cdot)\) is the label map function. The formulation of Eq. 8 relies on Assumption 1 that connected nodes in the graph are likely to share the same labels. Besides, there are many graph embedding studies [23, 42] built on top of Assumption 1 and 2 that the connected nodes are more likely to have the same class and similar node embeddings. Unfortunately, this assumption differs from reality in many nodes.

Reliable Edge Distillation is based on an intuition that when the two connected nodes have different labels, using a Graph Laplacian Regularization on the edge can highly degrade the learning. For the concerned edges, it is better not to use a Graph Laplacian Regularization. Therefore Reliable Edge Distillation imposes a strict limitation on when to use the edge: only reliable edges should be used to express nodes adjacency information. An edge between two nodes is reliable only if the nodes are themselves reliable and if their predicted labels belong to the same class.

More concretely, we improve the regularization item in Eq. 8 by exploiting the edge reliability. Based on the reliable edges, we minimize the following regularization loss:

\[
L_{\text{reg}} = \| f_i(x_i) - f_j(x_j) \|^2, \quad \forall (i,j) \in E_r. \quad (9)
\]

### 4.2.3 Reliable Data Driven Optimization

After getting the reliable nodes and edges, we train the GCN with reliable data driven optimization. The optimization loss function for student models is in Eq. 10.

\[
L = L_1 + \gamma L_2 + \beta L_{\text{reg}}. \quad (10)
\]

where \(\gamma\) controls the proportion of reliable node knowledge \(h_t\) should transfer from the former teacher model \(H_{t-1}\), and \(\beta\) controls the strength of the edge distillation. We use the standard Back Propagation (BP) algorithm [43] to optimize each GCN and its weights are updated with Eq. 10.

### 4.3 Graph Data Based Ensemble

After getting the student model \(h_t\), we compute the information entropy of node \(v_t\) by (line 19 of Algorithm 3)

\[
I_t(x_i) = -h_t(x_i) \log h_t(x_i) \quad (11)
\]

A low \(I_t(x_i)\) means the \(h_t\) is confident on its prediction on node \(v_t\). To evaluate the performance of each base model. A higher \(Pr(x_i)\) means the node \(x_i\) is relatively more important since it has a high PageRank value and more nodes need its help to update their embeddings in the training process. So, we should give more attention to this node. Considering the importance of each node, we calculate the weights of each base model by (line 20 of Algorithm 3)

\[
\alpha_t = \frac{1}{\sum_{i=1}^{N} I_t(x_i)Pr(x_i)} \quad (12)
\]

As the GCN can easily overfit while training on the labeled nodes, we consider the information entropy of the predictions given by \(h_t\) on both the labeled and unlabeled nodes, unlike traditional Boosting techniques which measure \(\alpha_t\) by the accuracy on the labeled nodes. The higher \(\alpha_t\) the more confident the model \(h_t\) is about its predictions, thus the more important its role in the final ensemble process.

After \(T\) iterations, we can get \(T\) student models. For each base model \(h_t\), we can accordingly get its weight \(\alpha_t\), and then add it to the final ensemble teacher model \(H_T\). More concretely, we average the softmax outputs of each base model \(h_t\) with the model weight \(\alpha_t\), and the ensemble model \(H_T\) is defined as (line 23 of Algorithm 3)

\[
H_T = \sum_{t=1}^{T} \alpha_t h_t \quad (13)
\]

### 5 EXPERIMENTS

#### 5.1 Experimental settings

To validate the effectiveness of RDD, we performed an extensive evaluation in graph-based semi-supervised learning tasks on several real-world datasets. We first introduce the four datasets used in the experiments and then list the comparative baselines and their settings. Finally, we present the raw experimental results and discuss them.

**Datasets.** For comparison, we use the released partitioned datasets for the three citation networks as in [33] and the knowledge graph as in [36]. Table 2 displays an overview of these four datasets.

- **Citation networks** [33] produce node embeddings by truncating the Chebyshev polynomial to the first-order neighborhoods. Each node in the citation networks represents an article published in the corresponding journal. Edges between two nodes represent citations from one article to another, and labels represent the topic of the article. The feature vector of each node corresponds to a bag-of-word representation of the document. For the three citation datasets, 20 instances are sampled for each class as labeled data, 1000 instances as test data, and the rest are used as unlabeled...
We use an additional validation set of 500 labeled nodes for tuning hyperparameters as in [33].

- **Knowledge Graph NELL.** NELL is a dataset extracted from the knowledge graph presented in [12]. For this dataset, each relation is described as a triplet \((e_1, r, e_2)\) and will be assigned with separate relation nodes \(r_1\) and \(r_2\) as \((e_1, r_1)\) and \((e_2, r_2)\), where \(e_1\) and \(e_2\) are entities and \(r\) is the relation between them. As set in [33], we extend the features by assigning a unique one-hot representation for every node, which results in a 61278-dim sparse feature vector. For this semi-supervised task, we consider the label rates of 10% per class in the training set. An additional validation set of 500 labeled nodes is used for tuning hyperparameters and we do not use the labels for model training.

**Baseline Methods.** To evaluate the performances of the single model in RDD, we compare our method with four types of representative methods. First, we compare RDD with two representative graph-based SSL methods: **label propagation** (LP) [62] and **Planetoid** [54].

As RDD is an ensemble-based method, we first compare its final ensemble accuracy with other ensemble methods. Note that our method is not limited to the architecture of the base model. To make it fair, the base models of each ensemble method all use a two-layers GCN. We compare RDD with **Bagging** [9] and **BANs** [21].

Usually, the high computation cost renders ensemble models unsuitable for online prediction. The models are too large to fit into the main memory, especially for mobile phones. Still, a single model is much smaller than the ensemble model it contributing to and can be used as a classifier on its own. Especially the last single model in RDD has been trained under the supervision of the most powerful teacher model, hence it exhibits the best performances in terms of accuracy among all the base models. We compare the performances of the last single model in RDD with other start-of-the-art non-ensemble models: **GAT** [48], **GPNP** [36], **APPNP** [19], **LGCN** [22], **NGCN** [1], and **DGCN** [64].

Finally, some current methods aim at training a deep GCN to make full use of the unlabeled data. Since we have the same motivation, we also compare RDD with those: **ResGCN** [33], **Dense-GCN** [34] and **JK-Net** [51].

**Settings.** We use PyTorch to implement the following models: GCN, Bagging, BANs, JKNet, ResGCN, DenseGCN and our RDD models (both single and ensemble). For the other models (LP, Planetoid, LGCN, GPNP, NGCN, DGCN, APPNP and GAT), all the experimental results are drawn from their respective publications.

We train our models using Adam optimizer with a learning rate of 0.01 for each dataset. We set the \(l_2\) regularization factor to 5e-4 for the citation networks and to 1e-5 for NELL. The dropout is applied to all feature vectors with rates of 0.8 to the citation networks and 0.2 to NELL. For the network architecture, the dimension of hidden features for the ResGCN and GCN is 16 for three citation networks and 100 for NELL. We increase the dimension of hidden features by 20 with each additional layer for JK-Net and DenseGCN. For example, the feature dimension of a 6 layers JK-Net is \(\{90, 70, 50, 30, 10, F\}\), where \(F\) is the number of the classes of the given node classification task. Note that JK-Net has three aggregators and we choose the concatenation as the final aggregation layer since it performs best on the citation networks. We use the validation data to tune how many layers each method should use. Besides, for all ensemble methods, we train their base models with a two-layer GCN.

We tune three hyperparameters in RDD using the validation set. For each dataset, we set the parameter \(β\) to 10 and \(p\) to 40. Besides, to better transfer the knowledge of the teacher model, we proposed a cosine annealing method to adjust \(γ\). Similar to SGDR [37], for the \(e\)th epoch in the total \(E\) training epochs, we adjust it as,

\[
y = y_{initial} \times (1 - \cos(\epsilon \times \pi / E)).
\]  

We set the corresponding initial values of \(y_{initial}\) to 1.3 and 0.01 for the Cora, Citeseer, Pubmed and NELL. At the first of the training process, the prediction of the student model is inaccurate, so we should focus less on the \(L_2\) and \(L_{reg}\) loss. By using such a cosine annealing schedule, the student model converges faster.

For the training budget, we train every single model with 500 epochs and we terminate the training process if the validation accuracy does not improve for 20 consecutive steps. Besides, for each ensemble method, we train five base models and combine their outputs to get the final prediction. Note that we do not train base models in Bagging on the sampled data. That is because the labeled data in SSL is usually limited and sampling the dataset will introduce a high bias of base models due to the limited training data.

To eliminate random factors, we run each method 10 times and report the mean prediction accuracy on the test set. We use numbers to denote classification accuracy in percent.

### 5.2 Comparison to ensemble methods

We compare our RDD models –both the single model (labeled “RDD(Single)”) and the ensemble model (labeled
Table 3: The accuracy comparison of RDD ensemble and single models with other ensemble methods on the citation and knowledge graph datasets. For each dataset, the best performance of the baselines are underlined. Not only our RDD ensemble model outperforms its competitors but the single models achieve highly competitive results.

<table>
<thead>
<tr>
<th>Models</th>
<th>Cora</th>
<th>Citeseer</th>
<th>Pubmed</th>
<th>Nell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single GCN</td>
<td>81.8</td>
<td>70.8</td>
<td>79.3</td>
<td>83.0</td>
</tr>
<tr>
<td>RDD(Single)</td>
<td>84.8</td>
<td>73.6</td>
<td>80.7</td>
<td>85.2</td>
</tr>
<tr>
<td>Bagging</td>
<td>84.2</td>
<td>72.6</td>
<td>80.1</td>
<td>85.1</td>
</tr>
<tr>
<td>BANs</td>
<td>84.5</td>
<td>72.1</td>
<td>79.8</td>
<td>85.4</td>
</tr>
<tr>
<td>RDD(Ensemble)</td>
<td>86.1</td>
<td>74.2</td>
<td>81.5</td>
<td>86.3</td>
</tr>
</tbody>
</table>

"RDD(Ensemble)"–to the other ensemble methods. The single regular GCN model is dubbed "Single GCN". After the ensemble of five base models, we compare the final ensemble accuracy, and the result is shown in Table 3. Table 3 shows how performs Reliable Data Distillation –both the single model and the ensemble model– compared to the two ensemble baselines: Bagging and BANs.

All the ensemble methods outperform the single GCN by at least 2.3%, 1.3%, 0.5% and 2.1% on the four datasets respectively. It confirms that the use of an aggregation of multiple base models is less noisy and has its accuracy improved. While there is no clear winner between BANs and Bagging, the ensemble model of RDD provides the highest accuracy. For these four datasets, the ensemble RDD outperforms the other methods in all cases and provides gains from 0.9% to 1.6% in accuracy compared to BANs and Bagging. Surprisingly, the single RDD model also outperforms ensemble methods in three of the four datasets, showing the effectiveness of our approach.

Compared to BANs, RDD improves the diversity by preventing the student model to learn every prediction of the teacher model as ground truth, making the student more diverse than its teacher model than it would be otherwise. On the other hand, although Bagging has a high diversity by individually training each base model, its base models suffer from poor quality of prediction.

5.3 Comparison to single model

To demonstrate the performance of the single model, we compare the accuracy of the last base model of our method with other state-of-the-art methods. Table 4 shows the results obtained in terms of accuracy. Note that the best performance of each column is highlighted in boldface.

Our single RDD model outperforms the most competitive baseline (whose value is underlined), yielding significant improvement on each dataset: it achieves better performances over the current state-of-the-art methods by a margin of 1.3%, 0.6%, and 0.6% on Cora (DGCN), Citeseer (LGCN), and Pubmed (APPNP), respectively. Note that the base model in RDD is GCN, and our single model exceeds the original GCN by 3.0%, 2.8%, and 1.4% when we train it on the Cora, Citeseer, and Pubmed datasets. While we chose GCN for its simplicity of implementation and its relatively low computational cost, our method is not limited to the base model we use, so the margin can be further improved if we use a more powerful base model like GAT [48].

Compared with other baselines, every model in RDD cannot only be trained with a supervised loss but can also learn the reliable knowledge from a powerful teacher model to correct what it wrongly classifies. Through the comparison of the accuracy, we observe that RDD is capable of getting a high accuracy if we only use a single model, which is an important asset for mobile devices and online prediction.

5.4 Comparison to deep GCN

To make full use of the unlabeled data in a graph, a naive algorithm-based method is to train a deep GCN. RDD solves
Table 6: Impact of the use of ensemble technique on the Cora dataset. RDD single models are both accurate and diverse enough to benefit the most of ensemble technique.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Bagging</th>
<th>BANs</th>
<th>RDD(Ensemble)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>81.8</td>
<td>83.7</td>
<td>84.3</td>
</tr>
<tr>
<td>Ensemble</td>
<td>84.2</td>
<td>84.5</td>
<td>86.1</td>
</tr>
<tr>
<td>Gain</td>
<td>2.4</td>
<td>0.8</td>
<td>1.8</td>
</tr>
</tbody>
</table>

this problem from a data-driven perspective, and we compared it with ResGCN, DenseGCN, and JK-Net since all of them aim at training a deeper model. We gradually increase the layers of each deep GCNs and tune the number of layers for all compared methods on the validation dataset. Note that we report the best accuracy in all network architectures, and the raw results are displayed in Table 5.

ResGCN, DenseGCN, and JK-Net keep more information about the original features compared with GCN. However, their performances do exceed GCN by a small margin: they ignore the difference between each node and thus introduce the over-smoothing problem for the high degree nodes in the deep layers. For unlabeled nodes, How to train a deep GCN to make full use of their potential is still an open problem.

RDD outperforms all its competitors: its accuracy exceeds the next best competitor model by 2.6%, 2.7%, 1.4% and 1.1% in Cora, Citeseer, Pubmed and Nell respectively. So, RDD can make better use of the unlabeled nodes.

5.5 Analysis on Ensemble

To assess the effectiveness of our ensemble strategy, we first compute the average accuracy obtained by five base models of Bagging, BANs, and RDD. We compared that value to the corresponding ensemble accuracy. Table 6 shows the raw results and the gain for each method.

Among these three ensemble methods, Bagging gets the highest improved accuracy of 2.4%. Bagging trains each base model individually, thus it can get the highest diversity. However, the accuracy of every single model is low if we have only a few labeled nodes.

The single models of BANs have higher accuracy but, due to its KD learning which enforces the student model to mimic the knowledge of the teacher model, the diversity among the models is poor, leading to a limited increase in accuracy.

On the other hand, RDD takes the best of the two worlds: its use of reliability increases the diversity among the models while providing accurate single models. Not only RDD has the more accurate base models (+0.6% compared to BANs) but it also benefits from ensemble learning, leading to the best performances. RDD is thus the most suitable approach for GCN.

5.6 Analysis on graph sparsity

In this section, we evaluate the impact of the sparsity of the graph on the test accuracy. To change the sparsity, we change the number of labeled nodes per class. We compare RDD to its main competitors. For a fair comparison, we do not change the validation set and test set in Cora. We found each class has at least 77 labeled nodes in the training set, so we set the maximum number of labeled nodes per class to 77. We calculate the corresponding test accuracy when the labeled data per class is 5, 10, 15, 20, 35, 50, 65 and 77 respectively. The experiment results are shown in Figure 6.

As shown in Fig. 6(a), RDD(Single) always exceeds the compared baselines by a large margin when we increase the number of labeled data per class. This is because the single model in RDD can get extra supervision from the powerful ensemble model (teacher model). When we gradually increase the number of labeled data per class to 77, Fig. 6(b) shows the margin of RDD and Bagging decreases, which means the base models in Bagging also gain from the many labeled data per class. Both Bagging and RDD outperforms BANs when the number of labeled data per class is larger than 35. The student model in BANs mimics all the softmax outputs of teacher, leading to the low diversity of base models and an inaccurate ensemble model.

5.7 Exploration of hyperparameters

We investigate the impact of the hyperparameters on RDD. It has three hyperparameters: $p$ controls the threshold of node reliability, $\gamma$ controls the proportion of knowledge transfer and $\beta$ controls the strength of the edge regularization. To evaluate their influence, we change their value and monitor the impact it causes. Note that we adjust $\gamma$ using our defined cosine annealing method and the $\gamma$ we use here means the...
We perform predictions with the obtained methods on the Cora dataset. Table 7 shows the raw results.

For analyzing the influence of $p$, we set $p$ to 40 and 80. We observe from Table 7 that RDD with the setting of 0.4 gets the higher accuracy in most cases. When setting a high value of $p$, more nodes and edges in a graph will be considered as reliable. Correspondingly, the student model in RDD can get more knowledge from the teacher model. However, the reliability of transferred knowledge may be reduced, which may introduce a student model with high bias. Besides, as the student mimics more knowledge from the teacher model, the diversity of the ensemble system may be reduced accordingly. As both the accuracy and diversity are important to an ensemble system, it is inappropriate to set a high value of $p$.

Setting $\gamma$ to 0 means that each student model is trained without the $L_2$ loss function. In that case, the model only benefits from the reliable edge regularization and, as a result, the test accuracy of RDD suffers from an important drop. Similarly, if we set $\beta$ to 0, the model will ignore the reliable edge regularization. In the extreme case where both $\gamma$ and $\beta$ are set to 0, every base model is trained individually: it is similar to Bagging.

Table 7 shows that the three parameters are important. The best combination on Cora to obtain the best accuracy of 86.1% is $p = 40$, $\gamma = 1$ and $\beta = 10$. While changing their values impact the accuracy, in the large majority of cases the results are still better than the ones of BANs and Baggin, showing the superiority of RDD over its competitors.

### 5.8 Impact of each contribution

To measure the impact of each contribution on the final accuracy, we test RDD while removing each feature at a time. We perform predictions with the obtained methods on the three citation networks datasets. We test RDD: (i) without the $L_2$ loss function (called "No $L_2$"), (ii) without the $L_{\text{reg}}$ loss function (called "No $L_{\text{reg}}"), (iii) without our ensemble weighting scheme, i.e. use the same weighting scheme as Bagging (called "WEW"), (iv) without node reliability (called "WNR"), (v) without edge reliability (called "WER"), and (vi) without the knowledge reliability, i.e. without node and edge reliability (called "WKR"). Table 8 displays the results of the seven methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cora</th>
<th>Δ</th>
<th>Citeseer</th>
<th>Δ</th>
<th>PubMed</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>No $L_2$</td>
<td>84.4</td>
<td>-1.7</td>
<td>73.5</td>
<td>-0.7</td>
<td>80.2</td>
<td>-1.3</td>
</tr>
<tr>
<td>No $L_{\text{reg}}$</td>
<td>85.2</td>
<td>-0.9</td>
<td>73.6</td>
<td>-0.6</td>
<td>80.9</td>
<td>-0.6</td>
</tr>
<tr>
<td>WNR</td>
<td>84.9</td>
<td>-1.2</td>
<td>73.3</td>
<td>-0.9</td>
<td>80.4</td>
<td>-1.1</td>
</tr>
<tr>
<td>WER</td>
<td>85.5</td>
<td>-0.6</td>
<td>73.4</td>
<td>-0.8</td>
<td>80.8</td>
<td>-0.7</td>
</tr>
<tr>
<td>WKR</td>
<td>84.8</td>
<td>-1.3</td>
<td>73.1</td>
<td>-1.1</td>
<td>79.8</td>
<td>-1.7</td>
</tr>
<tr>
<td>WEW</td>
<td>85.3</td>
<td>-0.8</td>
<td>73.7</td>
<td>-0.5</td>
<td>80.9</td>
<td>-0.6</td>
</tr>
<tr>
<td>RDD</td>
<td>86.1</td>
<td>-</td>
<td>74.2</td>
<td>-</td>
<td>81.5</td>
<td>-</td>
</tr>
</tbody>
</table>

**Loss functions.** The use of the $L_2$ loss function has a more important impact on the accuracy than the $L_{\text{reg}}$ loss function. Knowledge transfer from the teacher knowledge plays is thus of the most importance.

**Ensemble weighting scheme.** Compared with the weighting scheme used in Bagging, our method improves the accuracy in all datasets. This is because we calculate the model weight according to node importance and prediction confidence.

**Reliability cannot be overlooked.** Reliability has a profound impact on the accuracy of the system. It worth noting that the node reliability contributes the most: for example on Cora when the node reliability is removed, the additional removal of the edge reliability decreases the accuracy by only 0.1%. This shows that, on the Cora dataset, most of the knowledge provided by the edge reliability is already contained in the node reliability. On PubMed, this value increases to 0.6%, showing that knowledge reliability cannot be reduced to the sole node reliability but that both notions are useful.

There is no clear winner between $L_2$ loss function and knowledge reliability, showing that both methods play an important part in RDD.

### 5.9 Efficiency analysis

Since RDD updates the reliable nodes and edges in each epoch, the training time will increase accordingly. It is necessary to analyze the extent to which the extra computation can affect efficiency. To achieve the accuracy of 84% on Cora, we report the training time each method needs on a GPU. The results are shown in Table 9.

Bagging has the fastest training time since both RDD and BANs rely on KD which requires a longer training time. RDD is slower due to its more elaborated training. RDD takes roughly twice the amount of time to train a single model.
Table 9: Training time using different ensemble methods on the cora dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Bagging</th>
<th>BANs</th>
<th>RDD (Ensemble)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average time per model (s)</td>
<td>2.932</td>
<td>2.652</td>
<td>4.158</td>
</tr>
<tr>
<td>Number of base models</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Total time (s)</td>
<td>8.128</td>
<td>7.956</td>
<td>8.316</td>
</tr>
</tbody>
</table>

However, as seen in Sec. 5.5, RDD needs fewer base models to reach an accuracy of 84% than its competitors: 4 for Bagging, 3 for BANs and only 2 for RDD. This leads to similar training time to achieve satisfactory performances.

6 RELATED WORKS

Graph data has been widely studied in recent years [28, 38, 40], and a large number of graph-based semi-supervised learning methods have been proposed since labeling an entire graph is extremely time-consuming. Among these methods, most of them make the cluster assumption that nearby nodes are likely to have the same labels [15]. Based on this idea, a series of works has been proposed in recent years. For example, we can learn a smooth low-dimensional embedding for each node with Markov random walks [45] and spectral kernels [58]. Besides, as a type of low-pass graph filtering [18], the label propagation [62] and its variants [5, 61] are also very popular.

The feature vectors of each node also contain much useful information, so many methods were proposed to jointly model graph structures and node features. A commonly used method is to regularize a supervised learner with the regularization. For example, Manifold regularization [3] exploits the geometry of the marginal distribution that generates the data and incorporates it as an additional regularization term. Besides, both deep semi-supervised embedding [49] and Planetoid [54] regularize a neural network with a Laplacian regularizer or an embedding-based regularizer.

Currently, the neural networks on the graph have attracted much attention due to its great performances [16, 53]. By introducing filters from the perspective of graph signal processing [44], a variant of graph convolution [10] is well designed for GCN. Accordingly, there are more and more improvements, expansions and approximations on spectral-based GCNs [50]. However, the spectral methods usually handle the whole graph simultaneously, and thus they are difficult to parallel or scale to large graphs.

To solve this problem, Spatial-based GCNs formulate graph convolutions as aggregating node features from neighbors. For example, Graphsage [24] samples the neighborhoods for each node, and then updates its feature by aggregating the adjacent information. Together with sampling strategies, the computation of Graphsage can be performed in a batch of nodes instead of the whole graph, thus it can be efficiently implemented in a large graph.

Based on these two types of GCN, many alternative GCNs have been proposed in the recent years, some representative methods include GAT [48], GPNN [36], APPNP [19], LGCN [22], NGCN [1] and DGCN [64]. However, due to the over-smoothing problem [35], these approaches cannot converge well using a deep architecture, thus limits the usage of the unlabeled nodes. Some recent algorithms are proposed to solve this problem, such as ResGCN [33], DenseGCN [34] and JK-Net [51].

Instead of finding a deep architecture, we consider this problem from a data perspective. Based on KD, we train each student model under the supervision of the teacher, and then the student can actively learn the transferred knowledge to correct what it learns incorrectly on both the labeled and unlabeled data. Compared with current GCNs, our method can take better advantage of the unlabeled nodes.

7 CONCLUSION

GCN is widely used in many applications, but it fails to use the full potential of the unlabeled nodes in a Semi-Supervised Learning task. In this paper, we proposed Reliable Data Distillation, a semi-supervised learning GCN learning method that makes better use of the unlabeled nodes. We introduced the notion of node and edge reliability in a graph. Using those notions, we designed a KD model, dubbed Reliable Data Distillation, which improves the learning by focusing on the learning of the student on reliable knowledge only. The obtained models are then combined into an ensemble learning method that outperforms the use of a single model. Our extensive evaluation on several real-world datasets demonstrated that Reliable Data Distillation –both the single and the ensemble models– outperforms its competitors by a significant margin on the node classification task.
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