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ABSTRACT

All-reduce is the key communication primitive used in distributed data-parallel training due to the high performance in the homogeneous environment. However, All-reduce is sensitive to stragglers and communication delays as deep learning has been increasingly deployed on the heterogeneous environment like cloud. In this paper, we propose and analyze a novel variant of all-reduce, called partial-reduce, which provides high heterogeneity tolerance and performance by decomposing the synchronous all-reduce primitive into parallel-asynchronous partial-reduce operations. We provide theoretical guarantees, proving that partial-reduce converges to a stationary point at the similar sub-linear rate as distributed SGD. To enforce the convergence of the partial-reduce primitive, we further propose a dynamic staleness-aware distributed averaging algorithm and implement a novel group generation mechanism to prevent possible update isolation in heterogeneous environments. We build a prototype system in the real production cluster and validate its performance under different workloads. The experiments show that it is 1.21×-2× faster than other state-of-the-art baselines.
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• Information systems → Data management systems; • Computing methodologies → Machine learning; Distributed computing methodologies.
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1 INTRODUCTION

The success of modern machine learning (ML) lays the foundation of increasing amounts of data [11], emerging elaborate machine learning models [42], and the development of computing infrastructure [32]. With the increasing size of data, training the ML models on the massive data is becoming more time-consuming [12]. Distributed ML, which accelerates the training by introducing multiple computing nodes, gradually becomes an attractive and necessary solution in both academia and industry. There are many distributed ML systems intensively studied by database and system communities, such as Vertica-ML [14], SketchML [21], PS2 [44], PyTorch [33] and TensorFlow [3]. Most of the existing systems rely on a data-parallel computation schema and follow a distributed mini-batch SGD algorithm [24], where the model is trained over different parts of the dataset, and the model parameters are synchronized at the end of each iteration (i.e., update). The synchronization operation guarantees that the distributed training paradigm can achieve the same convergence property as the sequential training counterpart. The existing methods typically assume a homogeneous environment — there is no significant straggler in the computing nodes that might block the others. However, the homogeneous assumption is not always available in reality. Heterogeneous environments are ubiquitous in real-world applications:

Case 1: (Communication heterogeneity) Due to the massive amounts of data, many large companies (e.g., Google, Microsoft and Tencent) choose to store them on tens of geo-distributed data centers. The communication within a data center could be ten times faster than between data centers [18]. Even in the same data center, heterogeneity still exists because of different network interface cards, network PCIe switches, and hierarchical network topology.

Case 2: (Hardware heterogeneity) Deep learning (DL) is compute-intensive and hence heavily relies on powerful but expensive accelerators (e.g., GPU). Since these accelerators are developing quickly, different generations of hardware could have quite distinct computation power. Collaborative training with heterogeneous clusters [4, 46] is much more cost-effective than replacing all outdated devices.

Case 3: (Resource sharing) A common practice in large companies nowadays is to utilize cluster schedulers, such as Kubernetes [7], to manage clusters of tens of thousands of CPU/GPU resources. The jobs could differ from the others in terms of memory usage, CPU/GPU core utilization, network bandwidth, and so on. To improve the cluster utilization, multiple containers could be placed on the same physical node or even the same physical GPU by virtualization. As a result, the containers of the same job could perform distinct hardware efficiency due to the resource sharing [41].

Several works have targeted this heterogeneous problem and proposed methods to solve it by introducing asynchrony during the synchronization so that the faster workers do not need to wait
for the stragglers [8, 10, 17, 27]. These works are mostly built on top of a widely used distributed ML system architecture — parameter server (PS) [24]. PS provides a key-value based central storage of the global model parameters and flexible model accessing interfaces (i.e., pull and push). The architecture of PS matches the requirements of asynchronous communication, where each worker calculates its gradients and updates the shared model without waiting for the stragglers. However, most PS systems store models in main memory and manage them via CPUs. Therefore they cannot benefit from inter-GPU communication channels when DL models are evolving over GPUs. Instead of using PS, a range of existing deep learning frameworks (e.g., PyTorch) use All-Reduce [34] communication scheme and establish inter-GPU message passing to help GPU training. However, the heterogeneous problem is rarely studied in the All-Reduce system. This is not surprising because the existing All-Reduce primitives are fundamentally synchronous and render them fragile to stragglers, yielding the question we try to answer in this paper: can we alleviate the efficiency degradation in the heterogeneous environment over the All-Reduce architecture while maintaining the best possible convergence performance?

In this paper, we propose a novel primitive partial reduce (P-Reduce), where each worker only needs to synchronize among \( P \) random workers without waiting or blocking any other workers in the current iteration, as shown in Figure 1. As training proceeds, the local model from each worker gradually propagates to the others, and thus models at different workers converge collaboratively to the same optimal point. We theoretically prove that the convergence rate of partial reduce is \( O(1/\sqrt{PK}) \), where \( K \) is the number of iterations, similar to that of vanilla distributed SGD. We also notice the delayed model from the stragglers in the heterogeneous environment might be harmful to the statistical efficiency [43]. Consequently, we propose a dynamic partial reduce (i.e., weighted sum with dynamic weights) mechanism to aggregate the models, instead of the constant partial reduce (i.e., directly model average). We implement a prototype and evaluate it on different workloads under both manually prepared heterogeneous environments and real-world productive clusters. The experimental results show our partial reduce can be at most 16.6× faster than the state-of-the-art baselines per iteration, and around 2× in total run time.

We summarize our main contributions as follows:

- We theoretically analyze the convergence property of partial reduce and obtain a convergence rate of \( O(1/\sqrt{PK}) \).
- We capture the staleness in the training process and propose constant/dynamic partial reduce mechanisms for better convergence performance.
- Experiments on the production heterogeneous cluster demonstrate the significant efficiency improvement of our method on different workloads.

### 2 PRELIMINARIES

#### 2.1 Distributed SGD

Distributed machine learning relies on the distributed mini-batch SGD algorithm, as shown in Algorithm 1. We suppose that the input is the training dataset \( \xi \) and \( \xi^j \) represents the \( j \)-th worker. The target is to find a model \( x \in \mathbb{R}^d \) (\( d \) is the total number of parameters in the model) that minimizes the empirical risk as follows:

$$
\min_x F(x) = \frac{1}{|S|} \sum_{i \in S} f(x; \xi_i)
$$

where \( f(\cdot) \) is the loss function defined by the learning model. Mini-batch SGD samples a batch of data and compute the stochastic gradients to update the model parameters in each iteration. In the distributed setting, the total \( N \) workers compute stochastic gradients in parallel. The update rule is:

$$
x_{k+1} = x_k - \gamma \left[ \frac{1}{N} \sum_{j=1}^{N} g_k(x_k; \xi^j_k) \right],
$$

where \( \gamma \) is the learning rate, \( \xi^j_k \) are randomly sampled from the training set, and \( g_k(x_k; \xi^j_k) \) denotes the gradient from the \( j \)-th worker.

#### 2.2 Communication Mechanism

**PS based centralized training** Distributed ML systems have been extensively studied in recent years to scale up ML for big data and large models. PS [24] is a trendy data parallelism architecture and distributes the calculation onto different machines, and various workers hold different training samples. The PS stores a global model, and each worker fetches the model from the PS, computes a mini-batch of stochastic gradients, and pushes them to the PS to update the global model under certain consistency protocol. Bulk synchronous parallel algorithms (BSP) [13, 15, 23] assume that all workers are fully synchronized, and the convergence rate is proved to be \( O(1/\sqrt{NK}) \), where \( N \) is the number of workers and \( K \) is
the number of iterations. In contrast, Asynchronous parallel algorithms (ASP) allow the workers to proceed without waiting for each other. It has been proved that ASP shares the same convergence rate with BSP when the staleness is upper bounded [27]. The existing PS-based approach mostly performs a centralized design, and PS may become a communication bottleneck and slow down the convergence.

Collective operation based decentralized training Another line of approach is decentralized training, which enables carefully scheduled the point-to-point communication between workers without suffering from the central communication bottleneck. All-Reduce is one of the most representative decentralized training methods and uses high-performance communication techniques for model synchronization, such as Ring-Reduce, assuming the workers are connected with a ring network. Recently, several distributed DL systems adopt All-Reduce, such as Horovod [35] and Parallax [22], show superior performance over PS under the same network bandwidth condition, especially for dense models. D-PSGD [28] is another decentralized training method, allows each worker synchronize models with its neighbor and has similar convergence property as All-Reduce. AD-PSGD [29, 31] further relaxes the consistency of model averaging for hardware efficiency.

2.3 Heterogeneous Training

Existing studies. In heterogeneous environments, both PS and collective operation methods rely on a fixed communication topology (i.e., between workers and PS or between workers themselves), which may be susceptible to heterogeneity. For PS, Stale Synchronous Parallel (SSP) [17] has been proposed that the fastest worker cannot exceed the slowest more than a predefined staleness. Heterogeneity-aware PS [20] further involves a dynamic learning rate mechanism to handle the delayed gradients. Backup workers [3, 8] has been proposed to alleviate the straggler problem in PS by dropping the gradients from the slowest workers. For the collective settings, the communication pattern is more restrictive and suffers more from the stragglers. Eager-Reduce [25] with partial collective operations relaxes the global synchronization by permitting accumulated/empty gradients but suffering from the delayed gradients.

Heterogeneity modeling. As we introduced before, system heterogeneity may come from different aspects (e.g., communication, hardware, resource sharing), even the imbalanced workload partition can also lead to heterogeneity. A typical result of the heterogeneity is the different time costs on a single update among the workers. Our theoretical analysis assumes that the random distributions of the per-update time from these workers are independent. We consider both synthetic and real-world productive heterogeneous environments in our evaluations.

3 PARTIAL REDUCE

3.1 Constant Partial Reduce

3.1.1 P-reduce. To reduce the idle time of each worker, our intuition is to relax the fully synchronous requirement during the All-Reduce training iterations. As shown in Fig. 3, we propose a new primitive Partial Reduce (P-Reduce) to synchronize among P workers, rather than waiting for all the other workers so that the training process will continue even if part of the workers slow down. We present our method in Fig. 2 and Alg. 2. In P-Reduce, each worker randomly samples a batch (lines 1-2) and execute computation on an initial model replica (lines 3-4). When the gradient updates are finished, the worker sends a ready signal to the controller (line 5). The controller has a producer-consumer queue to collect these signals. Once enough (i.e., P) workers are ready, the controller pops P signals from the queue and informs them to execute a partial reduce in this temporary worker group. In constant partial reduce, we perform a simple model average among P workers so that the model aggregation weight is set to be a constant 1/P (lines 6-7).

Compared to the original All-Reduce, P-Reduce preserves the communication bandwidth utilization while avoids the global barrier. Unlike the global model average per iteration in All-Reduce, P-Reduce narrows the size of the synchronization group and breaks it into a sequence of partial synchronization steps. Note that multiple worker groups could execute partial reduce in parallel if they are permitted by the controller. Each worker can step into the next iteration without waiting for the other workers to finish updating. The computation and communication can be done in parallel, which means that the computation/communication time of a worker group might hide that of another group. Due to the random arrivals of the ready signals on the controller, each worker has the chance to perform model average with the others as the iteration goes on.

3.1.2 Global view formalization. By counting each partial reduce as one iteration, the update rule of each iteration can be viewed as:

$$X_{k+1} = (X_k - \eta G_k)W_k.$$  \hspace{1cm} (3)

where $\eta$ is the learning rate, matrices $X_k$ and $G_k$ contain the local model vector $x_i^k$ and gradient vector $g_i(x_i^k)$ of each worker $i$ at the $k$th iteration, and $W_k$ is the synchronization matrix used for model averaging (via P-reduce operation).
According to the Algorithm 2 (line 6-7 of the worker component), the kth partial reduction operation only involves a worker group $S_k$ containing $P$ workers selected by the controller, and the corresponding synchronization matrix $W_k$ can be defined as:

$$W_k(i,j) = \begin{cases} 1/P, & \text{if workers } i, j \in S_k \\ 1, & \text{if worker } i \notin S_k \text{ and } i = j, \\ 0, & \text{otherwise} \end{cases}$$

(4)

It worth to note that in the worker component our algorithm, the local update (line 4) can be exchanged logically with the communication to the controller (line 5-6) due to their asynchronous nature. Equivalently, the gradient matrix $G_k$ can be defined as follows:

$$G_k(i) = \begin{cases} g(x^k_i; \xi^k), & \text{if worker } i \in S_k \\ 0, & \text{otherwise} \end{cases}$$

(5)

According to Algorithm 2 (line 4 of the controller component), $S_k$ (and thus $W_k$) is independent on of the data samples $\xi$ at the kth iteration, and only depends on the arrival of ready signals from workers to request the kth group. Moreover, the speed of workers to generate ready signals could vary significantly in cloud environment due to resource sharing and network latency, leading to high dynamics and randomness of forming groups at different iterations. This makes $W_k$ largely uncorrelated with $k$.

### 3.2 Theoretical Analysis

#### 3.2.1 Assumptions

We now provide theoretical analysis for the update rule given in E.q. (3) with variable synchronization matrix $W_k$ defined in E.q. (4). We make the following commonly used assumptions [6, 29, 30, 39]:

**Assumption 1.**

1. Lipschitzian gradient: $\|\nabla F(x) - \nabla F(y)\| \leq L\|x - y\|$

2. Unbiased estimation: $\mathbb{E}_{\xi}[g(x)] = \nabla F(x)$

3. Bounded variance: $\mathbb{E}_{\xi}[\|g(x) - \nabla F(x)\|^2] \leq \sigma^2$

Note that the unbiased estimation is satisfied through the distributed file system (e.g., HDFS) or storing a portion of dataset and shuffling the local data among the workers periodically [9, 47].

**Assumption 2.**

1. Stochastic averaging: $W_k$ is doubly stochastic for all $k$, i.e., $W_k = W_k^T \cdot W_k 1_N = 1_N$.

#### 3.2.2 P-Reduce Convergence Property

Suppose $u_k = \frac{1}{N} \sum_{i=1}^{N} x^k_i$ is the average of $N$ local models. We propose an upper bound of the convergence rate as follows.

**Theorem 1 (Convergence of Partial Reduce).** We assume the bound of gradient variance $\sigma^2$ is in inverse proportion to the
mini-batch size $M$. We define $\hat{\rho} = \frac{\rho}{1 - \gamma} + \frac{2\sqrt{\gamma}}{(1 - \gamma)^2}$. For partial reduce with $P$, under Assumptions 1–2, if the learning rate satisfies

$$\eta L + \frac{2N^3\eta^2\hat{\rho}}{p^2} \leq 1,$$

where $\eta = \frac{P}{N},$ and all local models are initialized at a same point $u_i$, then the average-squared gradient norm after $K$ iterations is bounded as follows

$$\mathbb{E} \left[ \frac{1}{K} \sum_{k=1}^{K} \left\| \nabla F(u_k) \right\|^2 \right] \leq \frac{2[F(u_1) - F_{opt}]}{\eta K} + \frac{\eta L a^2}{p} + \frac{2\eta^2L^2\sigma^2N^3\hat{\rho}}{p^2}$$

The detailed proof of Theorem 1 is provided in [2]. We note the update rule given by equation (3) can be connected with the cooperative SGD framework [39] by treating the local models of workers out of a partial reduce group $S_k$ as the auxiliary variables in each iteration $k$. We prove our theorem by extending the cooperative SGD framework to enable variable model-average matrix $W_k$. The theorem shows that the convergence bound can be decomposed into two parts: 1) The first two items come from the distributed SGD training, which is similar to that of the vanilla SGD [6]. When we increase $P$, the upper bound could become more substantial and suggest us to give more iterations for convergence. 2) The last item is the network error, resulted from the model difference among the workers during training. Based on these, if the learning rate is $\gamma = N/(L\sqrt{PK})$ and $K$ is sufficiently large, we further derive that the convergence rate becomes $O(1/\sqrt{PK})$, which is similar to that of BSP. A smaller $\rho$ means faster update spreading in the network, leading to better convergence.

Figure 4 shows how the heterogeneous environment affects the spectral gap $\rho$. As we can see, if $N = 3$ and $P = 2$ in partial reduce, we have $\rho = 0.5$ in the homogeneous setting (Figure 4(a)). We further suppose one worker of them are two times slower than the others, resulting in a larger $\rho = 0.625$ (Figure 4(b)). We conclude that the more heterogeneous the environment is, the smaller spectral gap $1 - \rho$ and the larger network error bound we have. Specially, when the environment is homogeneous and the model updated are merged via AllReduce (i.e., $P = N$), all elements in $\mathbb{E}[W_{k}]$ are $1/P$ and $\rho = 0$. In this case, the network error decreases to zero.

### 3.3 Dynamic Partial Reduce

In constant partial reduce, we use a default model aggregation weight $1/P$. In the following, we discuss its limitations and propose a novel mechanism — dynamic partial reduce to aggregate the models.

#### 3.3.1 Limitations of constant partial reduce

We first describe an abstract example to illustrate the staleness during our partial reduce. Suppose different workers start from the same model initialization, the slow workers might meet other fast workers after different iterations. As shown in Fig. 5, we assume $P = 2$ and worker $j$ is three times slower than worker $i$. When worker $j$ finish the first iteration, worker $i$ is already very close to the optimal point. However, $x_j$ has to be averaged with the delayed model $x_j$ in constant partial reduce, which leads to a model degradation on worker $i$. Therefore, it is still worthy to study the model aggregate rule to prevent the impacts of the staleness.

#### 3.3.2 Staleness-aware heuristic algorithm

Our intuition is to penalize the stale model parameters during the model aggregation step — the more substantial the staleness, the smaller weights. We are inspired by the exponential moving average (EMA), which has been successfully applied in deep learning model training to increase the generalization performance and model robustness [36, 38, 40, 45]. This technique basically adds up the current model and historical models during training, and the weights of past models are exponential decayed. The model parameters with EMA after $k$ iterations is $\hat{x}_k = x_{k-1} + (1 - \alpha)x_k$, where $\alpha \in [0, 1)$ and $x_0 = 0$. It can be implemented highly efficiently since it needs no iterative optimization nor extra memory. The result can be easily rewritten as $\hat{x}_k = (1 - \alpha) \sum_{i=1}^{k} x_i$. In practice, we have

$$\hat{x}_k = \sum_{i=1}^{k} \beta_i x_i, \quad \beta_i = \frac{(1 - \alpha)\alpha^{k-i}}{1 - \alpha^k},$$

where $\beta_i$ are the normalized weights and the denominator $1 - \alpha^k$ is the bias correction.

#### 3.3.3 Algorithm implementation

In dynamic partial reduce, each worker could send its current iteration number to the controller while sending the ready signal. The controller collects $P$ iteration numbers $(k_1, k_2, ..., k_P)$ in descending order from the workers in a group. We define the relative iteration number $\tilde{k}_i = \max_{1 \leq j \leq P} k_j - k_i + 1$ and the range of $k_i$ is $[1, \tilde{k}_{max}]$. To distribute an exponential decay $\beta_i$ for each worker, we replace $k$ in Eq. (9) with $\tilde{k}_i$. There is a strong possibility that not every relative iteration number in $[1, \tilde{k}_{max}]$ can be sent from the $P$ workers. The application of the exponential moving average (EMA) approach with Eq. (9) requires storing and managing historical versions of models (i.e., $(\hat{x})_{k_i}$) for consecutive iterations. To avoid such costs incurred by EMA, we consider a conservative approximation of using the initial model $x_1$ to approximate all the intermediate model versions that have not been stored for the EMA-based aggregation. Other approximation strategies are also possible, such as approximate intermediate model to the version of the closest iteration number. If some workers have the same relative iteration number, their weights are divided equally. In this way, all $\tilde{k}$ in $[1, \tilde{k}_{max}]$ has specific model parameters so that we can apply Eq. (9) successfully. Note that after the partial reduce, the workers in the group should update their current iteration $k$ with $\max_{1 \leq j \leq P} \tilde{k}_j$, because all of their models are the latest.

### 4 IMPLEMENTATION

In this section, we describe the implementation details of our prototype system. Generally, we follow the traditional data-parallel distributed training, and each worker handles a subset of the whole training data by data sharding approach. For the model parameters, we deploy a model replication on each worker with the same initialization. Each worker could be a physical computation node or a virtual instance, determined by specific hardware environments.
We use Gloo as the backend to support both CPU and GPU clusters which is the minimum number to make the graph connected under workers in the same group for recent $T$ workers and $P = 2$, worker 1 always averages only with worker 2, (other backends, e.g., NCCL are also possible). Besides, we also (i.e., forming groups) between connected components to make the communication package, including the group filter to check whether the sync-graph is connected. If the message from the workers is only a few bytes so that it will not controller doesn’t store any model parameters or gradients. Each message from the workers is only a few bytes so that it will not involve any communication overheads. The involved communication worlds are constructed before the training process starts and reused during training to avoid the construction overheads.

Our partial reduce operations for each parameter matrix are after all gradients have been computed for a batch in our current implementation. Some optimized distributed library, such as DistributedDataParallel (DDP) [26], could provide overlapping between communication and the backward computation. Unfortunately, it requires a fixed communication world (e.g., init_process_group in PyTorch) during the training process, limiting its application for the partial reduce with dynamic worker groups. We leave it as the future work and expect relative benefits of partial reduce still holds in the setting with overlapping computation.

5 EXPERIMENTS

5.1 Experimental Setup

In this section, we compare our prototype system with the following baselines, including All-Reduce, Eager-Reduce [25], AD-PSGD [29], PS BSP, PS ASP, PS HETE [20] and PS BK [3, 8].

Datasets and models. We choose three image classification datasets in our experiments, including CIFAR10 (10 classes), CIFAR100 (100 classes) and the largest benchmark dataset ImageNet (1000 classes). We evaluate our system and baselines on three different kinds of CNNs: ResNet [16], VGG [37] and DenseNet [19].

Experimental setting. We implement all of these models in PyTorch 1.5.0 and select SGD optimizer with the learning rate of 0.1, the batch size of 256, the momentum of 0.9 and the weight decay of 1e-4. We evaluate them on a GPU cluster, and each node is equipped with 376 GB RAM, 24 cores, 8 Nvidia Tesla V100 32 GB cards, and 10 GB Ethernet. The testing accuracy thresholds of convergence are set to be 90% for the CIFAR10 dataset and 70% for the CIFAR100 dataset, as reported in [19]. For the ImageNet dataset, to obtain the standard terminated test accuracy as reported in [16], we adopted similar learning rate tuning scheme as proposed in [1], i.e., start from 0.1 and decay by 10 every 20 epochs. All experiments are executed five times, and the averaged results are reported.

5.2 End-to-End Comparison

We first conduct an end-to-end comparison with all baselines on three models on CIFAR10. To simulate different heterogeneity conditions, we create the synthetic heterogeneous environment by selecting HL (out of N) workers to share a single physical GPU, and deploying other individual workers on N – HL independent GPUs. Due to resource (e.g., GPU cores, PCIe bandwidth) sharing, the workers on the same GPU might be slower than the other workers. Specially, if the heterogeneity level (HL) is 1, it becomes homogenous because each GPU is monopolized by a worker.

To measure the end-to-end performance, we use the total run time (in seconds) for the same convergence threshold. We further decouple the end-to-end performance into statistical efficiency and hardware efficiency and analyze them with different metrics. For the statistical efficiency, we use the number of updates (i.e., iterations) until the convergence. For the hardware efficiency, we use the average time per update takes.

5.2.1 Comparison with PS-based approaches. As shown in Table 1, PS BSP performs slightly slower than partial reduce in terms of total
Table 1: End-to-End comparison on CIFAR10. CON and DYN are constant and dynamic partial reduce in abbreviation. N/A represents that they cannot converge to the threshold. We use the bold font to mark the metrics for methods with the optimal run time. AR: All-Reduce, ER: Eager-Reduce, AD: AD-PSGD, BK: synchronous SGD with 3 backup workers.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metrics</th>
<th>HL</th>
<th>Collective Operation</th>
<th>Parameter Server</th>
<th>Partial Reduce (P=3)</th>
<th>Partial Reduce (P=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AR</td>
<td>ER</td>
<td>AD</td>
<td>BSP</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>run time (s)</td>
<td>1</td>
<td>530</td>
<td>482</td>
<td>605</td>
<td>768</td>
</tr>
<tr>
<td></td>
<td>#update</td>
<td>3</td>
<td>1150</td>
<td>731</td>
<td>1204</td>
<td>996</td>
</tr>
<tr>
<td>VGG-19</td>
<td>run time (s)</td>
<td>1</td>
<td>1226</td>
<td>6342</td>
<td>1275</td>
<td>10213</td>
</tr>
<tr>
<td></td>
<td>#update</td>
<td>3</td>
<td>1425</td>
<td>7029</td>
<td>1438</td>
<td>10335</td>
</tr>
<tr>
<td>DenseNet-121</td>
<td>run time (s)</td>
<td>1</td>
<td>964</td>
<td>870</td>
<td>977</td>
<td>952</td>
</tr>
<tr>
<td></td>
<td>#update</td>
<td>2</td>
<td>1432</td>
<td>1224</td>
<td>1532</td>
<td>1299</td>
</tr>
</tbody>
</table>

Figure 7: Convergence performance on CIFAR.

run time. PS ASP alleviates the synchronization cost but involves more updates, resulting in slower convergence speed. PS HETE outperforms ASP due to the staleness-aware learning schema, but it is still slower than partial reduce. For PS BK, we use 5 out of total 8 workers for each synchronization (i.e., 3 backup workers). However, our partial-reduce (P=5) still significantly outperforms BK up to 1.47×, given the same number of nodes required in each synchronization. The key advantage of our approach over BK is that the stragglers are not contributing in BK whereas all workers could contribute in P-reduce with parallel-asynchronous partial-reduce operations. This allows our approach to achieve high resource (e.g., GPU) utilization in training clusters, thus improving the distributed training performance. Furthermore, as shown in Table 1, compared to BK, partial reduce (P=5) achieves lower per-update time due to high resource utilization.

5.2.2 Comparison with Collective-based approaches. As shown in Table 1, partial reduce always outperforms these baselines in total run time. Especially for the heterogeneous setting (HL=1), DYN (P=3) can be at most 1.48×–2.01× faster than All-Reduce. Compared to the constant partial reduce, the dynamic partial reduce can be aware of the staleness and reduce the number of needed updates until convergence. Compared to All-Reduce, partial reduce based methods require more updates before convergence, but the per-update time is 4× faster than All-Reduce.

For AD-PSGD, each worker computes gradients first, and per-update time is faster than All-Reduce. Compared to All-Reduce, partial reduce based methods require more updates before convergence, but the per-update time is 4× faster than All-Reduce.
For ER, the per update time in Table 1 is smaller than AR due to the partial synchronization, but it cannot achieve the convergence thresholds as shown in Figure 7(a). There are two key differences between ER and our approach: (1) ER performs gradient aggregation, suffers from stale gradient problem, and significantly affects convergence quality. (2) ER requires the majority to participate for a synchronization, limiting the degree of heterogeneity tolerance. By contrast, P-reduce adopts model averaging for better convergence and flexible group size $P$ for high heterogeneity tolerance.

### 5.2.3 Impact of group size

We further analyze the hyperparameter $P$ in our partial reduce. Here we explore the impact of $P$ by varying it on the VGG-19 for constant partial reduce under HL=1 setting. As shown in Fig. 8, for partial reduce, the per-update time is positively correlated with $P$, and the number of updates performs conversely, which verifies the convergence property we proved in Theorem 1. The total run time is the product of them and thus might have two possible minimum values. In our settings, partial reduce achieves the optimal total run time with $P = 3$ and 5. Note that, the best $P$ varies across different workloads and need to be tuned in practice.

### 5.3 Evaluation on Production Environment

To verify the effectiveness of partial reduce in a real productive cluster, we conduct experiments on a heterogeneous production cluster from our industrial partner Tencent Inc. Each worker is a container (i.e., instance) requested from the cluster scheduler and equipped with a virtual V100 GPU. Note that, the production environment could be highly heterogeneous (as shown in Figure 9) due to resource sharing.

#### 5.3.1 Convergence performance

We first apply 16 workers and compare partial reduce with AR on ResNet-34 on CIFAR100. Figure 7(b) shows the superior convergence performance of partial reduce. We also investigate the detail statistics in Figure 9 and find that our partial reduce methods are around 16.6× faster than AR in per-update time and achieve 2× speedup in total run time. Furthermore, we evaluate our approach on larger workloads, such as ResNet-18 and VGG-16 on ImageNet with 32 workers. Figure 10(a) and 10(b) demonstrate that partial reduce has competitive convergence guarantees as AR (e.g., the standard terminated test accuracy as reported in [16]) on both workloads, but with high convergence speed in terms of training time.

#### 5.3.2 Scalability study

We also conduct a scalability study in terms of run time speedup on ImageNet with 1, 4, 8, 16, 32 workers respectively. As shown in Fig. 11(a) and Fig. 11(b), both AR and PS BK (using a quarter of workers for backup) have limited scalability. They suffer from more heterogeneity as involves more workers in a shared environment. By contrast, our partial reduce ($P=4$) achieves high heterogeneity tolerance and improved sociability with flexible parallel-asynchronous p-reduce operations. We also note that all methods show better scalability on ResNet-18 than VGG-16. Because ResNet-18 is computation-intensive and more difficult to scale up, which is consistent with prior work [5].

### 6 CONCLUSIONS

We analyzed the existing distributed ML communication strategies under a heterogeneous environment. All-Reduce is a high-performance communication schema but suffering from the stragglers due to heterogeneity. To tackle this problem, we proposed a novel partial reduce primitive, allowing partial synchronization among a worker group without waiting for stale workers. We theoretically proved the convergence property of our method to be $O(\sqrt{PK})$ with sufficiently large iterations $K$. To further improve the convergence performance, we proposed a dynamic partial reduce schema by considering the stragglers’ delayed model parameters. We implemented a prototype system and evaluated it in both the experimental environment and the production environment. We found that our prototype could be 1.21×-2× faster than existing state-of-the-art baselines. Moreover, our heterogeneity-aware algorithms were able to achieve better hardware efficiency while preserving rapid convergence performance.
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